
An introduction to Neural Network



How does neural network work?

EX:0.98=Sigmoid((1X1)+(-1X-2)+1) 

And 0.12,0.86,0.11 etc. so on…

Reference:2016.05.21-台灣資料科學年年會-⼀一⽇日搞懂深度學習-李宏毅



What is activation function? 

Sigmoid Function

1.https://sebastianraschka.com/images/faq/logisticregr-neuralnet/sigmoid.png 
2.https://ml4a.github.io/images/figures/relu.png 

ReLU Function

https://sebastianraschka.com/images/faq/logisticregr-neuralnet/sigmoid.png
https://ml4a.github.io/images/figures/relu.png


What is Softmax Function?

a generalization of the logistic function that "squashes" 
a K-dimensional vector z  of arbitrary real values to a K-
dimensional vector f(z) of real values in the range (0, 1) 
that add up to 1.



Loss
Loss can be square error or cross entropy between the network 
output and target.

Reference:2016.05.21-台灣資料科學年年會-⼀一⽇日搞懂深度學習-李宏毅



How to learn?
Network parameters 𝜃={𝑤1,𝑤2,⋯,𝑏1,𝑏2,
⋯}

Reference:2016.05.21-台灣資料科學年年會-⼀一⽇日搞懂深度學習-李宏毅



An introduction to Convolution



Convolution Process

Reference:An Intuitive Explanation of Convolutional Neural Networks-  
http://www.kdnuggets.com/2016/11/intuitive-explanation-convolutional-neural-networks.html

http://www.kdnuggets.com/2016/11/intuitive-explanation-convolutional-neural-networks.html


Pooling Process

Reference:An Intuitive Explanation of Convolutional Neural Networks-  
http://www.kdnuggets.com/2016/11/intuitive-explanation-convolutional-neural-networks.html

http://www.kdnuggets.com/2016/11/intuitive-explanation-convolutional-neural-networks.html


Convolutional neural network



Convolutional Neural Network-Overview

Reference:An Intuitive Explanation of Convolutional Neural Networks-  
http://www.kdnuggets.com/2016/11/intuitive-explanation-convolutional-neural-networks.html

http://www.kdnuggets.com/2016/11/intuitive-explanation-convolutional-neural-networks.html


More Convolutional Neural Network(1/2)

Reference: http://www.self-catering-scotland.co.uk/bags-imagenet-
classification-with-deep-convolutional-neural-networks-krizhevsky.html

http://www.self-catering-scotland.co.uk/bags-imagenet-classification-with-deep-convolutional-neural-networks-krizhevsky.html
http://www.self-catering-scotland.co.uk/bags-imagenet-classification-with-deep-convolutional-neural-networks-krizhevsky.html


More Convolutional Neural Network(2/2)

VGG-16

Reference: 
1.http://www.cs.toronto.edu/~frossard/post/vgg16/ 
2.https://www.quora.com/How-does-deep-residual-learning-work 

VGG19&Residual Net

http://www.cs.toronto.edu/~frossard/post/vgg16/
https://www.quora.com/How-does-deep-residual-learning-work


What have each layer learned?



What have each layer learned?(1/3)

Reference:https://github.com/coreylynch/vgg-19-feature-extractor/blob/master/README.md

https://github.com/coreylynch/vgg-19-feature-extractor/blob/master/README.md


What have each layer learned?(2/3)

Reference:https://github.com/coreylynch/vgg-19-feature-extractor/blob/master/README.md

https://github.com/coreylynch/vgg-19-feature-extractor/blob/master/README.md


What have each layer learned?(3/3)

Reference:https://github.com/coreylynch/vgg-19-feature-extractor/blob/master/README.md

https://github.com/coreylynch/vgg-19-feature-extractor/blob/master/README.md


–Miles Lee

「Thank You。」


